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In one survey of 712 American voters, for example, 23% agreed 
that the �Bowling Green Massacre� � a �ctional incident 
referenced by Kellyanne Conway, one of President Trump�s key 
advisers � justi�ed the need for banning immigration from seven 
predominantly Muslim countries. As this example illustrates, 
the easy spread of misinformation often means that false beliefs 
about past events can become widely accepted.

In light of growing concerns about the abundance of 
misinformation in our physical and online worlds, and about 
manipulative disinformation campaigns being run by political 
extremists and powerful foreign governments, misinformation 
is increasingly viewed as a serious threat to the stability and 
security of our communities, and of our nations.

As yet, there is no failsafe inoculation against misinformation, 
but psychological science is well positioned to play a central 
role in this endeavour. Indeed, many hundreds of psychological 
studies have documented how and when misinformation changes 
people�s beliefs about past events, and even people�s memories of 
those events.

In a typical study, participants view some kind of event � a video, 
perhaps, or a staged �crime� � and later receive written or verbal 
misinformation about what happened. After a delay, they are 
then tested on what they remember about the event, with these 
tests commonly revealing that the misinformation �nds its way 
into people�s honest accounts.

Participants in one recent study, for instance, watched footage 
from a police o�cer�s body-worn camera, which depicted the 
o�cer striking an unarmed civilian with his baton; participants 
also read the o�cer�s report of the incident, which contained 
many factual errors. When subsequently asked about the 
incident, participants frequently gave answers that �tted with the 
o�cer�s account, despite con�icting with the objective facts they 
had seen in the footage.

Modern misinformation isn�t always verbal, of course. In recent 
years, doctored photos have become a prevalent medium of 
political persuasion, and people sometimes mistakenly treat these 
images as proof of events that never truly occurred. Like verbal 
misinformation, deceptive photos can in�uence what people 
recall about past public events.

In one study, Italian participants who brie�y saw a photo of 
a peace protest in Rome � which was doctored to appear far 
less than peaceful � recalled the event as having been violent, 
involving many injuries and even deaths. Misinformation is 
usually most e�ective when the source seems highly reliable, 
and so the potency of images like these may lie in their apparent 
credibility.

However, one recent series of experiments found that even 
highly unconvincing doctored photos subtly in�uenced people�s 
beliefs about major public events. Mirroring many other studies, 
this �nding shows us that people often change their beliefs about 
the past based not on reasoned argument, but on a momentary 
feeling that a suggested event seems familiar.

Illusory familiarity of this kind might arise for any number of 
reasons, such as when misinformation is easy to imagine, or 
when it has been repeated several times. And one consequence 
is that even when we can initially resist fake news from 
untrustworthy sources, it may nevertheless still permeate our 
memories at a later time, when it still feels familiar but we have 
forgotten where we learned it.

Once one person has accepted verbal or visual misinformation, 
it can be surprisingly easy to lead others to have the same false 
beliefs or memories. Numerous studies show, for instance, that 
when two friends discuss a shared experience, which one of them 
has been misled about, their discussions frequently end with both 
friends sincerely remembering the misinformation as true.

With these demonstrations in mind, it is clear why distorted 
accounts of past events can spread so easily within social groups. 
For this reason, we must be mindful that having two witnesses 
who agree on what they remember should not always be twice as 
compelling as one witness.

So what can we do about the misinformation problem? In terms 
of social in�uence, perhaps the most intuitive solution would be 
simply to challenge misinformation; that is, to correct people�s 
misconceptions with facts. Insofar that this solution would 
actually be feasible, it might just work.

There is growing evidence that � contrary to several 
demonstrations of �back�re e�ects� � correcting people�s 
misconceptions with facts can be rather e�ective in reversing 
false beliefs; and in research on memories for past events, telling 
people they have been exposed to misinformation has often 
proven su�cient to reduce, albeit not fully reverse, its in�uence. 

Kellyanne Conway,  
counselor to the US President.  
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Explicit warnings of this kind may be particularly e�ective 
if they are speci�c about how the misinformation has been 
encountered, and why it is incorrect. In short, from these 
�ndings it seems reasonable to conclude that it is not futile 
to actively challenge and publicly correct misinformation 
wherever possible.

But even if it were possible to reach every misinformed person 
and to show them the facts, there are several reasons why this 
approach alone will often be insu�cient. Not least of these is 
that memory is partisan: people tend to accept misinformation 
most readily if it supports their worldview and preferences. 
When seeing a doctored photo of a �ctional event that 
seemed politically damaging for President George W. Bush, for 
example, American liberals in one study were more likely than 
conservatives to mistakenly think they remembered the event. 
Conversely, it was conservatives who were fooled most easily by 
a doctored photo that seemed damaging for President Obama. 

In a world where trust in institutions and public �gures is 
notoriously fragile, people may be more likely to disbelieve the 
corrective warnings, than to abandon worldview-consistent 
beliefs that their own memories even corroborate.

Perhaps a longer-term kind of memory inoculation, then, 
is one that would equip people to be more critical, vigilant 
consumers of information. Indeed, there is emerging consensus 
on the importance of improving education around information 
literacy, through training people to discriminate between 
information from reliable and unreliable sources, and to 
evaluate suggestions for themselves whilst seeing past their 
own biases and prejudices. 

Further to these skills, though, an equally important skill is 
�source monitoring�: our ability to accurately discriminate what 
we really saw from what we only heard or thought about. 

If we really want to avoid being in�uenced by misinformation, 
then we must be both able and willing to actively question the 
reliability of our own memories, and to accept that these, too, 
might sometimes be fake news.  
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